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Data Visualization  
Discover, Explore and be Skeptical

Di Cook 
Statistics, Iowa State University 

soon to be Business Analytics, Monash University
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Seminar 3 
Inference and Exploration 

2

Discoveries need to be calibrated by what might 
have been possible. Maintain a healthy skepticism. 
Underlying plots of data, are assumptions that 
implicitly specifying null hypotheses: what would 
you see if there really was nothing happening. 
Exploratory and inferential ARE NOT mutually 
exclusive. 
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Video made by Hadley Wickham
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Here is the math gap 
exploration placed in the 

CONTEXT of there being 
NO MATH GAP …
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a b c d

e f g h

Pick the one 
that is di!erent 
from the others
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a b c d

e f g h

Did you pick 
this one?
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Nulls by permutation
Hold country "xed (subset by country) 
Permute the gender labels, so that the math scores are 
randomly assigned to a boy or girl 
Recalculate the di!erence between the means 
Plot the mean di!erence by country again 
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Let’s do a real one

9

Motivation: Is the separation real?

p = 40 randomly
selected oligos.

n = 48 wasps, 4 groups
each having 12 wasps.

Plot (linear discriminant)
LD1 versus LD2. (Low-d
projection showing best
separation between
classes.)

F: foundress, G: gyne, Q:
queen and W: worker.

Reference: “Brain transcriptomic analysis in paper wasps identifies genes

associated with behaviour across social insect lineages” by Toth et. al (Feb, 2010)

N. Roy Chowdhury (Stat. Dept., ISU) Visual Statistical Inference for Large p, Small n Data October 6, 2011 2 / 17

40 oligos (variables) 
48 wasps (cases) 
4 types of wasps 
Best LDA 2D 
separation of four 
groups 

(Toth et al, 2010)
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Really?
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Data plot
Null plots

Source: Buja et al (2009) RSPT(A)

Rorschach: Show many pictures of data 
with “nothing” happening, pictures 
from a null distribution 
Lineup: Embed the plot of the data 
among plots of data generated from the 
null distribution
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Hypothesis testing

12

Table 1: Comparison of visual inference with traditional hypothesis testing.

Mathematical Inference Visual Inference

Hypothesis H0 : µ1 = µ2 vs Ha : µ1 �= µ2 H0 : µ1 = µ2 vs Ha : µ1 �= µ2
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Consideration ONE
Sampling distribution comparison is against a "nite 
set

13
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Consideration ONE
KEEP IN MIND: In practice, graphics is being used 
when there is no quanti!cation of a sampling 
distribution. All we have is (m-1) representatives "om 
whatever that distribution is.
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Consideration TWO
What is the p-value? 
For one observer, the probability of randomly 
selecting the data plot is 1/m , where m is the number 
of plots in the lineup. 
With multiple observers, the p-value is estimated by

15

This leads us to a definition for the p-value of a lineup: under the null hypothesis, each observer

has a 1/m chance of picking the test statistic from the lineup. For K independent observers, let

X be the number of observers picking the test statistic from the lineup. Under the null hypothesis

X ∼ BinomK,1/m, therefore:

Definition 2.3. The p-value of a lineup of size m evaluated by K observers is given as

P (X ≥ x) = 1− BinomK,1/m(x− 1) =
K�

i=x

�
K

i

� �
1

m

�i �
m− 1

m

�K−i

(1)

with X defined as above, and x is the number of observers selecting the actual data plot.

Note that for x = 0 the p-value becomes, mathematically, equal to 1. It might make more sense

from a practical point of view to think of the p-value as being larger than P (X ≥ 1) in this

situation. If we increase either m or K, we would be able to determine the value at a higher

precision.

Table 2 shows p-values for different numbers of observers for lineups of size m = 20. It can be

seen that, if the null hypothesis is true, it is unlikely that multiple observers would pick the actual

data plot.

Table 2. Possible p-values for different numbers of observers, K, for fixed size m = 20 lineups.
K x p-value K x p-value K x p-value K x p-value K x p-value
1 1 0.0500 2 1 0.0975 3 1 0.1426 4 1 0.1855 5 1 0.2262

2 2 0.0025 3 2 0.0073 4 2 0.0140 5 2 0.0226
3 3 0.0001 4 3 0.0005 5 3 0.0012

4 4 < 0.0001 5 4 < 0.0001

Definition 2.4. The visual test, Vθ of size m and significance level α, is defined to

• Reject H0 if out of K observers at least xα correctly identify the actual data plot in the

lineup, and

• Fail to reject H0 otherwise.

where xα is such that P (X ≥ xα) ≤ α.

7

Number of independent observers

Number of observers 
choosing data plot

Source: Majumder et al (2013) To appear
Les Diablerets, Feb 1-4, 2015 -46

Consideration THREE
What is the power of the test? 
#ere is a choice of type of plot to use. Some will be 
more optimal than others.  
Signal strength will be de"ned as “proportion of 
observers who identify the data plot”.   
Enables the comparison of di!erent plot designs. 
Signal strength equals power, when only plot design 
changes.

16

Source: Majumder et al (2013) To appear 
                      Hofmann et al (2012) InfoVis ’12 Proc
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What we learn
Wasps data is no di!erent from random assignment 
of species label 
Di!erence between groups was due to sparseness of 
high-dimensional space

18
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Your Turn
For the following lineups of 20 plots, pick the ONE 

plot that is most di!erent "om the others
Jot down the number of the plot 

Write down a reason for your choice 
And rate how con"dent that you picked the data 
on a scale of 1 (very sure) to 5 (don’t have a clue) 

1 2 3 4 5
6 7 8 9 10

11 12 13 14 15
16 17 18 19 20
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Lineup # Correct Reason Con"dence

1

2

3

4

5

6

7

8
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Study
Examine wind direction and airport 
e$ciency.  

Decide on best display: (conditional) wind 
rose charts or bar charts, where each of 36 
wind directions the percentage of %ights 
falling into one-minute intervals between 
successive %ights, from zero minutes to eight 
minutes or more is shown in color scale.

29

3 EXPERIMENTS

Two recent data analyses motivated the setup of this experiment.
The first one arises from an analysis of US flight traffic data, and a
finding related to how wind direction affects the efficiency of an air-
port. The second one arose during the review of a paper claiming that
it was impossible to statistically test for differences in center between
two samples where sample size was small and from a non-normal pop-
ulation, with application to studying toxic waste sites. Using lineups
containing dotplots we found it was possible to detect a difference,
and we were curious to see if other display types (density, histogram,
boxplot) might compare with dotplots.

3.1 Data Collection

Data for both studies was collected using Amazon’s Mechani-
cal Turk (MTurk) service. The website for the second study is
available at http://www.public.iastate.edu/˜mahbub/
feedback_turk5/homepage.html. Figure 3 shows a screen
shot of the website’s layout for a dotplot lineup.

Fig. 3. Screenshot of the website for the second study.

Each participant is shown ten lineups and asked to identify the plot
that is the most different from the other plots. In the second study the
‘difference’ is further specified as ‘In which plot is the blue group the
furthest to the right?”. In both studies, though, the question is placed
prominently above each lineup as a reminder of what participants are
asked to look for. Additionally, participants are asked for a reason for
their choice. They can select from a list of choices particular to the
lineup design, why they chose this particular plot as well as how con-
fident they are on a scale of one to five, where higher values indicate
higher confidence. Personal information on age group, gender, and ed-
ucation is collected on a voluntary basis. The amount of time it takes
the individual to answer is also recorded. This allows us to assess how
design choices affect decoding [5] in terms of accuracy and speed.

In order to avoid people ‘gaming the system’ as found in earlier
studies [8, 10], two of the ten lineups participants were shown were
specially prepared as a baseline of performance – if participants fail to
answer some of these baseline lineups, we require at least two correct
answers for the remaining plots, which is indicative of a better-than-
guessing performance, as inclusion criterion for the data evaluation.

3.2 Study I: Wind Direction and Airport Efficiency

3.2.1 Setup
The data contains all flights [21] in and out of Seattle/Tacoma In-
ternational Airport (SEA) between July 2008 and June 2011. As a
measure of airport efficiency we are using time between successive
wheel-events (time at wheel take-off or touch-down), which we found

to be independent of airline carrier and operating hours, as long as we
restricted the data to ‘regular’ operating hours between 7 am and mid-
night and ‘regular’ weather conditions – i.e. we eliminated records
associated with the top 5% wind speed measurements [16], leaving us
with just under half a million flights.

In this scenario, all of the lineups are testing the null hypothesis
H0 : wind direction has no effect on efficiency

against the alternative Ha : wind direction does have an effect.
Statistical tests of mean efficiency by wind direction are not par-

ticularly helpful in this situation: the difference in mean efficiency
between the wind direction at which the airport operates the most ef-
ficiently and its least efficient direction shows a statistically signifi-
cant difference with a p-value ≤ 10−15. However, out of the 34 other
wind directions, another 31 show significant differences in efficiency
as well. This is much more a property of the large data size rather than
practically usable differences. Mere significances also do not allow us
an assessment of the underlying pattern.

In deciding on the design for displaying efficiency by wind direction
we were using the fact that wind direction is circular, and displayed the
data as (conditional) wind rose charts - i.e. for each of 36 wind direc-
tions we show the percentage of flights falling into one-minute inter-
vals between successive flights, from zero minutes to eight minutes or
more.
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Fig. 4. All four competing designs: polar versus cartesian charts in top
and bottom row, with (right) and without (left) reference lines at 50%.

In spite of the contextual circular property of wind direction, the
pattern in efficiency did not seem to stand out well during the explo-
ration process, which led us to using a corresponding cartesian design.
Both designs were additionally equipped with a reference line at 50%.
Figure 4 shows an overview of all four chart types in the study. During
the exploration of the data, it became clear that Seattle airport func-
tions most efficiently with winds coming from the east to southeast,
while winds from the west seemed to be most troublesome, resulting
in a wave-like pattern in the cartesian charts and a shift in center for the
polar charts. Since runways can be used in both directions, changing
the runway usage according to dominant wind direction for that day or
time of the year might be a feasible solution in gaining efficiency.

An additional factor we were interested in this particular situation
was to assess, how much of the data we actually needed to use in a
design to have observers pick out the pattern. Clearly, a design is more
efficient, if a smaller sample size is sufficient for showing the presence
of a relationship. In order to investigate this, we took different size
samples of the data and created lineup plots of all four designs for
these subsets. The effect of sample size on the displays mostly stems
from the additional variability introduced when using small samples,
which might hide the pattern, if it is not displayed prominently.

3 EXPERIMENTS

Two recent data analyses motivated the setup of this experiment.
The first one arises from an analysis of US flight traffic data, and a
finding related to how wind direction affects the efficiency of an air-
port. The second one arose during the review of a paper claiming that
it was impossible to statistically test for differences in center between
two samples where sample size was small and from a non-normal pop-
ulation, with application to studying toxic waste sites. Using lineups
containing dotplots we found it was possible to detect a difference,
and we were curious to see if other display types (density, histogram,
boxplot) might compare with dotplots.

3.1 Data Collection

Data for both studies was collected using Amazon’s Mechani-
cal Turk (MTurk) service. The website for the second study is
available at http://www.public.iastate.edu/˜mahbub/
feedback_turk5/homepage.html. Figure 3 shows a screen
shot of the website’s layout for a dotplot lineup.

Fig. 3. Screenshot of the website for the second study.

Each participant is shown ten lineups and asked to identify the plot
that is the most different from the other plots. In the second study the
‘difference’ is further specified as ‘In which plot is the blue group the
furthest to the right?”. In both studies, though, the question is placed
prominently above each lineup as a reminder of what participants are
asked to look for. Additionally, participants are asked for a reason for
their choice. They can select from a list of choices particular to the
lineup design, why they chose this particular plot as well as how con-
fident they are on a scale of one to five, where higher values indicate
higher confidence. Personal information on age group, gender, and ed-
ucation is collected on a voluntary basis. The amount of time it takes
the individual to answer is also recorded. This allows us to assess how
design choices affect decoding [5] in terms of accuracy and speed.

In order to avoid people ‘gaming the system’ as found in earlier
studies [8, 10], two of the ten lineups participants were shown were
specially prepared as a baseline of performance – if participants fail to
answer some of these baseline lineups, we require at least two correct
answers for the remaining plots, which is indicative of a better-than-
guessing performance, as inclusion criterion for the data evaluation.

3.2 Study I: Wind Direction and Airport Efficiency

3.2.1 Setup
The data contains all flights [21] in and out of Seattle/Tacoma In-
ternational Airport (SEA) between July 2008 and June 2011. As a
measure of airport efficiency we are using time between successive
wheel-events (time at wheel take-off or touch-down), which we found

to be independent of airline carrier and operating hours, as long as we
restricted the data to ‘regular’ operating hours between 7 am and mid-
night and ‘regular’ weather conditions – i.e. we eliminated records
associated with the top 5% wind speed measurements [16], leaving us
with just under half a million flights.

In this scenario, all of the lineups are testing the null hypothesis
H0 : wind direction has no effect on efficiency

against the alternative Ha : wind direction does have an effect.
Statistical tests of mean efficiency by wind direction are not par-

ticularly helpful in this situation: the difference in mean efficiency
between the wind direction at which the airport operates the most ef-
ficiently and its least efficient direction shows a statistically signifi-
cant difference with a p-value ≤ 10−15. However, out of the 34 other
wind directions, another 31 show significant differences in efficiency
as well. This is much more a property of the large data size rather than
practically usable differences. Mere significances also do not allow us
an assessment of the underlying pattern.

In deciding on the design for displaying efficiency by wind direction
we were using the fact that wind direction is circular, and displayed the
data as (conditional) wind rose charts - i.e. for each of 36 wind direc-
tions we show the percentage of flights falling into one-minute inter-
vals between successive flights, from zero minutes to eight minutes or
more.
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Fig. 4. All four competing designs: polar versus cartesian charts in top
and bottom row, with (right) and without (left) reference lines at 50%.

In spite of the contextual circular property of wind direction, the
pattern in efficiency did not seem to stand out well during the explo-
ration process, which led us to using a corresponding cartesian design.
Both designs were additionally equipped with a reference line at 50%.
Figure 4 shows an overview of all four chart types in the study. During
the exploration of the data, it became clear that Seattle airport func-
tions most efficiently with winds coming from the east to southeast,
while winds from the west seemed to be most troublesome, resulting
in a wave-like pattern in the cartesian charts and a shift in center for the
polar charts. Since runways can be used in both directions, changing
the runway usage according to dominant wind direction for that day or
time of the year might be a feasible solution in gaining efficiency.

An additional factor we were interested in this particular situation
was to assess, how much of the data we actually needed to use in a
design to have observers pick out the pattern. Clearly, a design is more
efficient, if a smaller sample size is sufficient for showing the presence
of a relationship. In order to investigate this, we took different size
samples of the data and created lineup plots of all four designs for
these subsets. The effect of sample size on the displays mostly stems
from the additional variability introduced when using small samples,
which might hide the pattern, if it is not displayed prominently.
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Results of full study
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Another perturbation to the data are ‘shifts’ in wind direction, i.e.
we make use of the circular nature of the wind direction and adjust the
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Fig. 5. (Top) Cartesian charts of the same sample, with shifts in wind
direction by 90, 180, and 270 degrees. The shift by 90 and 270 leads
to a ‘valley’ versus a ‘mountain’ pattern, whereas a shift by 180 degrees
inverts the wave pattern from ‘down-up’ to ‘up-down’. (Bottom) Shifts in
wind direction in the polar chart lead to rotations of the display by 90
degrees.

This results in a shift of the wave in cartesian charts and a rotation
in the polar charts as can be seen in Figure 5. Our initial thinking was
that this would have no effect on the polar charts, but might have a
deteriorating effect on the cartesian charts, in the case that the peak or
the valley of the wave was at either end of the x axis, i.e. an offset
of 90 or 270 degrees. While these simple perturbations and differ-
ent sample sizes allow us to get insight into different aspects of the
designs, they also allow us to get multiple responses from each ob-
server to assess individual ability without the need to go outside the
framework of the original data, i.e. we leave the joint relationship be-
tween x and y essentially unchanged. For all of these combinations
we produced two replicates, resulting in a total of 192 different line-
ups (4 designs×6 sample sizes×4 offsets×2 reps). Table 1 gives an
overview of the number of times lineups in each combination of de-
sign and sample size were shown, and in how many of them the data
plot was correctly identified.

sample size
type of chart 2 4 6 8 10 24
cartesian with 12/24 18/27 42/44 33/41 39/43 46/47

(0.50) (0.67) (0.95) (0.80) (0.91) (0.98)
without 13/41 24/32 39/44 47/51 40/45 34/37

(0.32) (0.75) (0.89) (0.92) (0.89) (0.92)
polar with 13/49 9/43 9/39 7/35 8/40 13/38

(0.27) (0.21) (0.23) (0.20) (0.20) (0.34)
without 6/51 4/34 5/34 6/39 11/43 12/37

(0.12) (0.12) (0.15) (0.15) (0.26) (0.32)

Table 1. Breakdown of lineups: number correct/number shown (pro-
portion correct). Each participant was shown eight lineups, and the
same lineup was shown to multiple people (denominator in the table)
reasonably well-spread among the treatment levels.

3.2.2 Results for Study I
Figures 6 and 7 give an overview of the relationship between the three
response variables: accuracy, speed, and confidence level.

Figure 6 shows histogram of the time participants needed to make
a decision on each lineup. Correctness of answers is shown by
color. Because of the skewness of the distributions, times were log-
transformed. Polar charts take on average more time to answer, and

are answered with much lower accuracy. The average amount of
time spent on a cartesian lineup is e3.53 = 34.1 seconds compared
to e4.07 = 58.5 seconds for a polar lineup. This is in stark contrast
to accuracy: 76.92% of the cartesian lineups shown resulted in the a
correct identification of the real data while only 20.31% of the polar
charts were correct.
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Fig. 6. Histograms of time taken for answering lineups. On average the
cartesian design is answered faster and with higher precision.

Figure 7 shows two barcharts of confidence levels by task, again
coloring is used for correctness of answers. Cartesian displays lead to
a very bimodal distribution of confidence: participants are either very
sure or not sure at all of their answer. Confidence levels in polar charts
are distributed much more uniformly. Confidence levels seem to be
independent from precision, though.
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Fig. 7. Barcharts of self-reported confidence in answering correctly for
each lineup. A strongly bimodal distribution is apparent, while confi-
dence levels for polar charts are more uniform. Confidence levels are
not indicative of accuracy: none of the differences between confidence
levels show a significant difference in accuracy.

The perceptual involved in decoding the designs consist of compar-
isons along a common axis (in the barcharts) and a common origin (in
the polar charts). The difference in designs is therefore based on how
well we are able to judge deviations from a horizontal line compared
to deviations from a circle. Based on this, the charts with added ref-
erence lines provide us with exactly the frame we compare with and
should, therefore, be the ‘better’ designs - either in speed or accuracy.

Figure 8 shows a comparison of power for the four competing de-
signs. 95% confidence intervals are Bonferroni adjusted for multiple
testing. The bottom two confidence intervals in each panel show a
95% confidence interval of a direct comparison of the cartesian de-
sign versus the polar design with and without a reference line. With
the exception of the 2% sample none of those confidence intervals in-
clude the zero, indicating a significantly higher power for the cartesian
design than for the polar design.

However, all of these considerations are based on the - rather strong
- assumption that all individuals have the same ability to detect the
data plot from a lineup. In order to allow for individual differences
in visual ability, we use a generalized linear mixed effects modeling
approach [19] for each of the three response values, using the R pack-
age lme4 [2]. For power predictions (cf. table 2) a logistic regression
was fitted for the competing designs, including covariates sample size
(2, 4,6, 8, 10, and 24 percent of the data) and shift in wind direction
(offset of 0, 90, 180, and 270 degrees), both as main effects and in
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A similar study
MOTIVATION: A very small data set of chemical 
concentrations taken from a superfund clean up site 
(5 values) , compared with samples taken from a 
normal site (15 values). 
Can we see a di!erence between the two groups, 
using a side-by-side dotplot? Are side-by-side dotplots 
better for comparing groups, or side-by-side boxplots, 
or stacked histograms or density plots? 
In which group is the blue group further to the right? 
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Boxplots beats all other plot designs, 
except for really small data sets.
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Process
1. Decide on appropriate plot of the data, using good graphical 

principles. 
2. Make the lineup before you have seen the actual data plot. 
3. Pick the plot that is di!erent from the rest. 
4. If you have already seen the plot of the data, you can show 

the lineup to someone who hasn’t, and use their results.  
5. Services like Amazon’s Mechanical Turk allow employing 

independent observers, from a broad cross-section of society. 
6. (We are not doing invalid post-hoc testing.)

38
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nullabor package
Builds on the ggplot2 package for making data 
plots. 
Generate the lineups automatically, so that you see 
this before you see the plot of the data. 
Encrypts the location of the actual plot, for you to 
decrypt when you’re ready. 
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Tennis statistics
#e relationships between round and performance 
statistic were not regular. 
Simple linear model may not pick up if there is a 
relationship between the variables. 
Lineups can be used to determine if there is a *real* 
relationship. 
Permutation of “round” label is used to generate 
nulls
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Climate change
Look at neighboring stations, to that examined in 
"rst day’s slides.  
Produce lineups of temperature measurements. 
Is there a temperature trend? 
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Summary
#is is an exciting time to be a statistician, if you are 
interested in data analysis.  
Data is so widely available and accessible, that it is 
easy to extract, analyze and learn about our world. 
It is possible to both explore and yet maintain a 
healthy skepticism.
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EDA & Inference
If the plot that is picked is the plot of the real data, 
this is statistical signi"cance, and a p-value can be 
placed on the discovery. 

Buja et al (2009) RSPT A (econ eg) 
Wickham et al (2010) InfoVis/TVCG 
Hofmann et al (2012) InfoVis/TVCG 
Majumder et al (2013) JASA 
Roy Chowdhury et al (2014) Comput. Stat. 
Zhao et al (2014) IJITAS
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